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Cardiovascular Round Table Why more guidelines?

• Existing regulations and guidelines
• EU AI Act

• FUTURE-AI

• Guideline papers

• Reporting guidelines
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• AI Act provides
• Risk-based classification
• Requirements for High-Risk 

AI Systems such as Digital 
Medical Products

• For the application in 
medical context health
policy experts suggest

• “collaboration between AI 
developers, healthcare 
professionals, patient 
communities, and regulators 
to develop specific guidelines 
and standards for AI in 
healthcare, ensuring that all 
health-related AI is 
monitored”

Aboy M, Minssen T, Vayena E. Navigating the EU AI Act: implications for regulated digital medical products. NPJ Digit Med. 2024 Sep 6;7(1):237. doi: 
10.1038/s41746-024-01232-3. PMID: 39242831; PMCID: PMC11379845.
van Kolfschooten H, van Oirschot J. The EU Artificial Intelligence Act (2024): Implications for healthcare. Health Policy. 2024 Nov;149:105152. doi: 
10.1016/j.healthpol.2024.105152. Epub 2024 Sep 7. PMID: 39244818.

Busch F, Kather JN, Johner C, Moser M, Truhn D, Adams LC, Bressem KK. Navigating the European 
Union Artificial Intelligence Act for Healthcare. NPJ Digit Med. 2024 Aug 12;7(1):210. doi: 
10.1038/s41746-024-01213-6. PMID: 39134637; PMCID: PMC11319791.



Cardiovascular Round Table Best Practice and Related Guidelines

• WHO
• 2024 Update of Ethics and governance of artificial intelligence for 

health: Guidance on large multi-modal models
• The new WHO guidance outlines five broad applications of LMMs for health:

• Diagnosis and clinical care, such as responding to patients’ written queries;

• Patient-guided use, such as for investigating symptoms and treatment;

• Clerical and administrative tasks, such as documenting and summarizing 
patient visits within electronic health records;

• Medical and nursing education, including providing trainees with simulated 
patient encounters, and;

• Scientific research and drug development, including to identify new 
compounds

https://www.who.int/news/item/18-01-2024-who-releases-ai-ethics-and-governance-guidance-for-large-multi-modal-models

“Governments from all countries must cooperatively lead efforts to 
effectively regulate the development and use of AI technologies, such 
as LMMs,” Dr Alain Labrique, WHO Director for Digital Health and 
Innovation in the Science Division
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• Governments have the primary responsibility to set standards for the development and deployment of 
LMMs, and their integration and use for public health and medical purposes. 
• Invest in or provide not-for-profit or public infrastructure, including computing power and public data sets, accessible to 

developers in the public, private and not-for-profit sectors, that requires users to adhere to ethical principles and values in 
exchange for access.

• Use laws, policies and regulations to ensure that LMMs and applications used in health care and medicine, irrespective of 
the risk or benefit associated with the AI technology, meet ethical obligations and human rights standards that affect, for 
example, a person’s dignity, autonomy or privacy.

• Assign an existing or new regulatory agency to assess and approve LMMs and applications intended for use in health care 
or medicine – as resources permit.

• Introduce mandatory post-release auditing and impact assessments, including for data protection and human rights, by 
independent third parties when an LMM is deployed on a large scale. The auditing and impact assessments should be 
published and should include outcomes and impacts disaggregated by the type of user, including for example by age, race 
or disability.

• Developers of LMMs should ensure that:
• LMMs are designed not only by scientists and engineers. Potential users and all direct and indirect stakeholders, including 

medical providers, scientific researchers, health care professionals and patients, should be engaged from the early 
stages of AI development in structured, inclusive, transparent design and given opportunities to raise ethical issues, 
voice concerns and provide input for the AI application under consideration.

• LMMs are designed to perform well-defined tasks with the necessary accuracy and reliability to improve the capacity of 
health systems and advance patient interests. Developers should also be able to predict and understand potential 
secondary outcomes.
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• FUTURE-AI: International consensus guideline for trustworthy and deployable artificial 
intelligence in healthcare 
• Focus on trustworthiness of AI
• 117 interdisciplinary experts from 50 countries representing all continents, including AI scientists, clinical 

researchers, biomedical ethicists, and social scientists 
• Also addresses interaction with AI
• Requirement of evaluation on real world data
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• Overview paper from 2024 
found 26 guidelines for
reporting of AI in medicine
• Important suggestions for

reporting of

• Clinical Rationale

• Data

• Model Training and Validation

• Ethics and Reproducibility

Kolbinger FR, Veldhuizen GP, Zhu J, Truhn D, Kather JN. Reporting guidelines in medical artificial intelligence: a systematic review and meta-
analysis. Commun Med (Lond). 2024 Apr 11;4(1):71. doi: 10.1038/s43856-024-00492-0. PMID: 38605106; PMCID: PMC11009315.
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• Editors of the European Heart Journal 
Digital Health have suggested 5 critical
quality criteria for AI prediction models

• Minimal requirements
• Following reporting guidelines
• Aim of the model stated clearly 
• Internal validation of the AI-based prediction 

models 
• A sample size for development that is 

substantially larger than needed for a 
regression-based prediction model 

• Providing contact details for data and 
algorithm accessibility requests 

van Royen FS, Asselbergs FW, Alfonso F, Vardas P, van Smeden M. Five critical quality criteria for artificial intelligence-based prediction
models. Eur Heart J. 2023 Dec 7;44(46):4831-4834. doi: 10.1093/eurheartj/ehad727. PMID: 37897346; PMCID: PMC10702458.
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• Specific requirements in 
cardiology
• Acquisition and interpretation of

complex imaging and signal data

• Sensitive information (photo, 
speech, …)

• High potential in usage of
wearables and patient
empowerment

Lüscher TF, Wenzl FA, D'Ascenzo F, Friedman PA, Antoniades C. Artificial intelligence in cardiovascular medicine: clinical
applications. Eur Heart J. 2024 Oct 21;45(40):4291-4304. doi: 10.1093/eurheartj/ehae465. PMID: 39158472.
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Integration of Decision Making
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| | 

• 2022 ESC Guidelines 
on cardiovascular 
assessment and 
management of 
patients undergoing 
non cardiac surgery

• Guideline-based
decision support tools
provide structured
representation of
clinical information

• Combination with
outcome information
enables AI training
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| | 

User interface for AI prediction
Visualization of interface of
modifiable risk factors (weight, 
medication, …)
Model cards for transparency on 
model training and performance
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Digitalization of guidelines AI-based risk prediction models

Clinical decision support software for perioperative risk management

Clinical guidelines for perioperative 

risk managment
New hypotheses

Clinical and ethical requirements

Clinical real world data

Patient Interface

Guidelines Artificial Intelligence
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• Task force
• Clinical experts from different disciplines
• EU initiatives
• Software providers
• AI specialists

• Collaboration on training and benchmarking
• Define requirements and support benchmarking initiatives

• Collaboration on interface requirements
• Integration of user perspective

• Clinicians
• Patients
• Care Experts

• Define interpretation of terminology
• E.g. explainability vs interpretability
• Data processing levels, …

• Emphasis on monitoring and critical diagnostic tasks
• E.g. emergency echo, ECG, …
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Questions?
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Preexisting Illness

Pre-OP
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Complications
- Delir
- …
- Death

Prediction

• Integration into clinical infrastructure
• Consideration of medical knowledge and context
• Transparency, communication of explanations 

and uncertainty

2022 ESC Guidelines on cardiovascular assessment and management of patients undergoing non cardiac surgery
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operative Risk Minimization
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Model training with routine data of 30.000 
patients

1. assessment of patient-specific risks
2. identify the main risk factors for post-

operative complications
3. assess the impact of changes in 

variable risk factors that can be 
influenced by patients and their 
physicians (e.g. body weight, blood 
pressure, medication)

SW has to consider requirements 
• Regulatory and conventions
• Ethics
• Usability
• Data Formats

KIPeriOP

Data Model

AI Model

AI Ethics

Users

Existing SW

Regulatory
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▪ Routine data of 30.000 cases

von 25.000 patients

▪ Airway difficulty

▪ Blood loss

▪ Acute organ failure

▪ Myocard infarct

▪ Stroke

▪ Pneumonia

▪ Delir

▪ Death

▪ Adults with elective surgery between2016-

2022

▪ ASA III or IV

▪ Demographic data

▪ Vital parameters

▪ Lab values

▪ Clinical scores

▪ Comorbidities

▪ OP Informationen

Data Inclusion Criteria

Outcomes Feature
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Charité cohort KIPeriOP cohort

training set 
(N=20663)

temporal validation set 
(N=7701)

external validation set 
(N=231)

Complications n(%)

difficult airway 0.9% 0.6% -
acute organ failure 22.9% 19.9% 1.3%

bloodloss 0.1% 0.1% 8.7%
death 1.9% 1.9% 2.2%
myocardial infarction 0.9% 0.7% 1.3%

stroke 0.2% 0.3% 0.4%
delirium 12.0% 30.6% 1.7%
pneumonia 7.1% 6.2% 1.3%
any of the above 30.2% 38.6% 13.4%

Demographics
age 67.3 (14.3) 67.3 (14.9) 68.7 (12.4)

sex
female 43% 44% 33%
male 57% 56% 67%
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20

Preliminary results
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